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  FPGA باستخدامغير الخطي  الضغطتقدير 

    2أشرف حدوش ،،*1 شذى أبوشنب

 الملخص  الكلمات المفتاحية  

 تقدير الضغط
 رافسون -نيوتن

 الدوائر الرقمية
 مصفوفة البوابات القابلة للبرمجة 

 VHDLلغة 

كوش ي أحادي المحور لمادة فائقة المرونة متوازنة داخليًا باستخدام  ضغطيهدف هذا البحث إلى تطوير وتنفيذ تصميم رقمي لحساب  

تقنية  .(FPGAتقنيات مصفوفة البوابات القابلة للبرمجة ) جياو تكنولعلى مستوى الأجهزة، مثل  رافسون التكرارية-خوارزمية نيوتن

FPGA وقت الفعلي عندما يكون وقت الحساب حرجًا. تقنية معالجة متوازية أساسية لأنظمة التوفر  أجهزة أشباه موصلاتهي فعليا

والتي تم تطويرها على مستوى عالٍ من التجريد ثم  لحل المعادلة المتوازنة داخليًا FPGAبناءً على  رافسون -نيوتنخوارزمية  تمت دراسة

، ويحاكي رافسون -نيوتنخوارزمية لبرمجة  VHDLلغة  استخدمت .هحقيقيتنفيذها باستخدام أدوات مادية للحصول على بيانات 

نص تمت مقارنة القيم الناتجة من استخدام الهاردوير بالقيم الناتجة من استخدام  . التصميم الموصوف ModelSim Intelبرنامج 

MATLAB  شريحةللتحقق من وظائف التصميم الرقمي. تم تنفيذ النظام الرقمي بالكامل على Cyclone V FPGA  باستخدام برنامج

Quartus Intel إن دقة وصحة النتائج التي تم الحصول عليها على مستوى الأجهزة مقبولة، فيما يتعلق بالعتبة المحددة، اعتمادًا .

 المستخدمة. FPGAتعتمد على تقنية التي بدورها  على نوع البيانات التي تمثل العدد الكسري للعملية الحسابية، وكذلك الموارد المتاحة

 

Introduction 
Rubber–like material is highly deformable to a large extent. 

A typical biological example is a muscle that is stimulated 

by a nerve impulse, resulting in contraction. This action is 

modelled form a mechanical point of view as a change of 

stress resulting from a change of material parameter and 

length. The stress is often expressed as a nonlinear function 

in terms of material parameters and stretching [1, 2]. This 

often requires to perform advanced calculation that needs 

some software running on a computer to determine the value 

of stress to make further decisions. The evaluation and rapid 

development of microelectronics technology pay to a change 

in the design approach. FPGA technologies with powerful 

and low-cost parallel processing are targeted for high-

performance digital systems. Subsequently, many 

researchers have enhanced their design when real-time and 

parallel processing are needed by applying a digital system 

based on microelectronics technologies, such as FPGA chips 

[3]. FPGA is a general-purpose programmable logic device 

that can be reprogrammed completely with a simple digital 

design or a complicated design on a chip. Nowadays, FPGA 

technologies are experiencing rapid development in 

architecture, packaging, and design tools. An appropriate 

digital design is required for the better utilization of 

resources in the target FPGA [4–7]. 

Ebrahimi and Zandsalimy propose using FPGAs as 

alternatives to CPUs for accelerating the numerical solution 

of fluid dynamics differential equations. The research aims 

to enhance the speed of numerical solutions through 

hardware implementation. A Zynq-7020, a reconfigurable 
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device, was utilized. Several IP blocks were built using the 

C++ programming language to build the FPGA architecture 

instead of hardware description language (HDL). The results 

demonstrate that FPGAs significantly increase solution 

speed compared to CPUs [8].  

Armi, Manai, and Besbes present an asymmetrical structure 

designed to reduce the number of bridges, gate drive circuits, 

and DC sources. The design undergoes experimental testing 

using an FPGA to implement it based on the Newton-

Raphson (NR) algorithm. The results indicate success in 

eliminating the 5th, 7th, and 11th harmonics of the output 

voltage, and the hardware results closely match those of the 

simulation [9].  

Zhang and Sun propose using parallel and distributed 

computing to meet the speed needed for such real-time 

simulation, such as an FPGA, due to its parallel technique 

instead of conventional computing devices. FPGA was used 

for real-time simulation of power electronic converters and 

systems to solve the discretized model by the Jacobi iterative 

method. The results were validated, but some differences can 

be noticed between the FPGA simulation and SABER 

simulation, which may be due to the number of iterations 

employed not being sufficient for convergence [10].  

This paper discusses the details of developing and 

implementing digital design for computing the uniaxial 

Cauchy stress of an internally balanced hyperelastic material 

using the Newton-Raphson iterative algorithm at the 

hardware level. Because FPGAs provide parallel techniques, 

they are attractive for computational challenges involving 

the iteration of nonlinear equations. Furthermore, cost 

arithmetic operations in floating-point require an iterative 

method that is clearly and simply specified [6, 11]. Design 

methodology is adopted to ensure better resource utilization 

and faster computational operations. Due to the need for a 

real-time system and parallel processing for interactive 

processes, CMOS technology, such as FPGA technology, is 

targeted for use. A low-cost Cyclone V SE FPGA is utilized 

for hardware implementation. HDL is chosen to describe the 

behavior of the design. Additionally, the digital design is 

carried out using three sequential steps to ensure the 

accuracy and success of the hardware implementation using 

the MATLAB environment, ModelSim Intel, and Quartus 

Intel programs.  

The paper is divided into four sections. This section provides 

an introduction to the research that developed and 

implemented the uniaxial Cauchy stress of an internally 

balanced hyperelastic material on an FPGA device. In the 

next section, the implementation of the digital design and the 

methodology of the research have been discussed. The 

penultimate section presents and discusses the results 

obtained. Then, the conclusion can be found. 
Stress Analysis 

The main objective is to calculate the uniaxial Cauchy stress 

of an internally balanced hyperelastic material at the 

hardware level. An internally balanced Blatz–Ko constitutive 

model is used [12, 13]. It is a generalized material model 

that is formulated in analogy to a special case of the Blatz–

Ko constitutive model [14–16] that is suitable to predict the 

stress of soft material at large deformation. The internal 

balanced uniaxial Cauchy stress σ for the Blatz–Ko model 

is given as: 

𝜎 =  
𝜇(1 + 𝛽)(𝜆̂2 − 𝜆̂−1/2)

𝜆1/2
 (1) 

where μ is the infinitesimal shear modulus and λ is the 

stretch ratio that is defined as the ratio of the deformed 

length L to the relaxed Length L0. The internally balanced 

decomposed stretch ratio 𝜆̂ is determined by solving the 

internally balanced equation: 

𝑓(𝜂, 𝜁, 𝛽 ) =   𝛽 𝜁 𝜂8 + 𝜂5 − 𝛽 𝜁 𝜂3 − 𝜁5 = 0 (2) 

where ζ = λ1/2 and η =𝜆̂1/2. The internally balanced material 

parameter β is used to quantify the contribution of 𝜆̂. A 

normalized Cauchy stress 𝜎` can be expressed as: 

𝜎` =  
𝜎

𝜇
=  

(1 + 𝛽) (𝜂4 −
1
𝜂

  )

𝜁
 

(3) 

Newton–Raphson Method 

The value of η has to be determined by solving the 

nonlinear internal balance equation in Eq. (2) for given 

inputs ζ and β to calculate 𝜎` as expressed in Eq. (3). The 

Newton–Raphson method is one of the well-known iterative 

procedures to solve nonlinear equations, i.e., find the root of 

the nonlinear equation [17]. It starts by making an initial 

guess of the root ηi, then it predicts an estimate of the root 

ηi+1, such as Eq. (4) 

𝜂𝑖+1 =  𝜂𝑖 −  
𝑓(𝜂𝑖, 𝜁, 𝛽 )

𝑓`(𝜂𝑖 , 𝜁, 𝛽 )
 (4) 

where f ` is the derivative of f with respect toη. This 

iterative procedure stops when the percentage relative error 

is less than a given threshold, e.g., ϵterm = 1×10−6. The 

percentage relative error ϵa is defined as in Eq. (5) 

𝜖𝑎 =  
𝜂𝑖+1 − 𝜂𝑖  

𝜂𝑖+1

 100% (5) 

Internal Balanced Uniaxial Cauchy Stress 

Implementation 

The objective of this research is to compute internal 

balanced uniaxial Cauchy stress using the NR algorithm at 

the hardware level. It involves developing and implementing 

an NR algorithm based on CMOS technologies, such as 

FPGAs, in the design. The methodology of this study 

consists of three sequential steps that achieve a complete and 

successful design process, as well as verifying the 

functionality of solving nonlinear equations, as illustrated in 

Figure 1. The steps are as follows: 

 Implementing the algorithm using MATLAB script (.m 

file) 

 Writing, verifying, and simulating VHDL code using the 

ModelSim Intel program 

 Synthesizing and implementing the digital design using the 

Quartus Intel program on the Cyclone V FPGA device 

MATLAB Environment 

The MATLAB environment is often used to demonstrate and 

compare the results obtained from the NR algorithm [18–

21]. A MATLAB script is written to implement the NR 

algorithm and is run in the MATLAB environment. The 

output is a text file, which is compared and validated in a 

subsequent step. The inputs are ζ and β values; the ζ values 

are 0.25, 0.5, 1.0, and 1.5, while the β values vary at 0.0, 0.5, 

and 1.0 as they undergo the NRM algorithm. The output 

consists of the solutions to the nonlinear equations η for the 

given inputs, formatted as text files. Furthermore, by setting 

β equal to 1.0 and ζ equal to 0.5, the new value of ηi+1 and 

the relative error are computed for each iteration until the 

solution is achieved, for the given threshold ϵterm, and its 

results are also formatted as text files. 
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Fig. 1: The sequential steps of the methodology are used 

ModelSim Intel Program 

The ModelSim Intel program is used to simulate and verify 

the functionality of digital designs before implementing 

them at the hardware level (an FPGA device) [22]. 

Hardware Description Language (HDL) describes the 

behavior of digital designs using a text-based language. 

HDLs facilitate the description of large digital systems 

instead of schematics. This feature enables designers to 

design and verify the functionality of digital designs at an 

abstraction level during the design process, allowing for 

successful implementation on real hardware. VHDL is used 

in the design process of ASICs, FPGAs, and another digital 

electronic system [20]. 

VHDL, which stands for Very High Speed Integrated 

Circuit Hardware Description Language, is used to model 

and describe the behavior of the design needed to perform 

the NR iteration and obtain the estimated solution η for the 

nonlinear equation. By estimating η at the hardware level, 

the internal balanced uniaxial Cauchy stress σ can be 

computed [11, 23, 24]. 

In VHDL design, the signed fixed-point data type is crucial 

for representing signed fixed-point values in arithmetic 

operations instead of floating-point representations [11]. The 

fixed-point data type requires a simpler hardware 

implementation than floating-point representations for 

fractional numbers. Consequently, simpler hardware 

implementations offer a quick and effective solution for real-

time systems, particularly for FPGAs, where resource 

utilization is limited due to the technology target. Moreover, 

this data type is significant in applications where division 

operations are used, as it allows for efficient quantization 

error compared to floating-point [24–27]. 

The algorithm requires both the current and new solutions of 

η for each iterative NR process to compute the relative error. 

The iterative NR algorithm terminates when the relative 

error is less than a threshold value of ϵterm. Once the 

nonlinear equation η is estimated, the internal balanced 

uniaxial Cauchy stress σ can be computed. Within the 

VHDL process, the current solution is maintained as the last 

reading stored in registers, while the new solution from 

iterative NR ηi+1 is compared with the previous one to 

estimate the relative error. This technique at the hardware 

level effectively reduces resource utilization. The output data 

from the digital design consists of two text files: one 

containing various values of η and β as input, with the final 

solution of the nonlinear equation ηi+1 serving as the system 

output. The second text file includes a ζ value of 0.5 and a β 

value of 1.0 as input, along with the solution and relative 

error for each NR iteration until the final solution is reached, 

following the same procedure as the MATLAB script.  

For the ModelSim Intel simulation, it is essential to generate 

input and control signals, as well as simulate output data. 

The control signals are clock, start, reset, and ready signals. 

At the hardware level, ζ and β are read simultaneously 

during each clock cycle; the start signal is active high to 

begin the computation process, while the reset signal is 

active low when needed to set all initial values. Once the 

relative error is less than the threshold, the ready signal is 

activated high, indicating that the solution of ηi+1 is reached 

and the stress can be computed.  

The output text files from the ModelSim Intel simulation are 

compared to the output text file generated using MATLAB; 

the results must closely match. At this stage, the design's 

functionality is verified, ensuring accurate and successful 

performance on an FPGA device. 

Synthesis and Implementation on FPGA  

The main goal of this research is to implement a digital 

system entirely based on FPGA technology and to 

investigate the data obtained at the hardware level. The 

digital design utilizing FPGA technologies follows a 

hardware-software co-design methodology. Designers start 

with software to describe design behavior using a high-level 

language, independent of the hardware (CMOS technology) 

devices where it will be implemented [11, 23, 24]. 
The system is designed to compute internal balanced 

uniaxial Cauchy stress and to solve the nonlinear equation 

using the NR algorithm. As previously stated, the inputs for 

the digital design will include ζ and β as data inputs, along 

with clock, reset, start, and ready, and as control signals, as 

shown in Fig. 2. 

The DE10-Standard Development Kit serves as the hardware 

design platform, utilizing the Intel Cyclone V 

SE5CSXFC6D6F31C6N device [28]. Cyclone V FPGA 

devices depend on 28 nm semiconductor technology.
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Fig. 2: The NR algorithm on the abstraction level is implemented on an FPGA device. 

 
The DE10-Standard Development Kit is targeted for real 

applications based on an FPGA as a design platform, where 

the design is implemented, and actual results are obtained.  

The Quartus Intel program is used to synthesize the design 

described in VHDL [29]. Synthesis involves creating a 

physical digital design from an abstract representation in 

VHDL and is also simulated using ModelSim Intel. The 

resources utilized are determined by the specifications and 

requirements of the digital system, which are independent of 

the FPGA technology used at the abstraction level.  

Employing the DE10-Standard Development Kit allows for 

the implementation of the system's reliability targets. Once 

the synthesis process is successful, a binary file is generated 

to implement the design on the FPGA technology. As a 

result, the FPGA resources utilized for the digital design are 

presented in Table 1 based on the FPGA technology used, 

which is Cyclone V SE 5CSXFC6D6F31C6N on the DE10-

Standard Development Kit. 

The FPGA device's resources are determined by the digital 

design described in VHDL. Signed fixed-point is necessary 

for the design in order to perform iterative computation and 

reach the final result within the given threshold. 

Furthermore, the computing iterations require to implement 

mathematical operations such as division. Thus, in order to 

perform mathematically signed fixed point intensive 

iterations, 42% of the DSP blocks on Cyclone V SE 

5CSXFC6D6F31C6N FPGA devices are utilized in the 

digital design. 

Table 1: FPGA resources utilized for Cyclone V SE 

5CSXFC6D6F31C6N. 

Resources used Cyclone V SE 5CSXFC6D6F31C6N 

Logic utilization (ALMs) 4,913/41,910 (12%) 

Register 69 

DSP blocks 47/112 (42%) 

 

Results and Discussion 
The three sequential steps are conducted to implement and 

apply the digital design of an internal balanced uniaxial 

Cauchy stress using Newton-Raphson algorithms. The data 

obtained from the MATLAB script and ModelSim Intel are 

tested and compared, followed by synthesizing and 

implementing the design on the available FPGA device 

using the DE10-Standard Development kit.  

Figures 3 and 4 present the results obtained from running a 

MATLAB script and from the ModelSim Intel simulation as 

text files, as previously mentioned. 

 

 

Fig. 3: The output text file from the MATLAB script for different values of β and ζ, and the computed η i+1 

 

Fig. 4: The output text file from the ModelSim Intel for different values of β and ζ, and the computed ηi+1 
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Figures 5 and 6 illustrate the relative error ϵa and the 

solutions of the nonlinear equation ηi+1 for each NR iteration 

from the MATLAB script and ModelSim Intel for ζ equal to 

0.5 and β equal to 1.0, and stops when the relative error is 

below the specified threshold, which requires a certain 

number of iterations to achieve the solution of the nonlinear 

equation. Eleven iterations are required for the MARLAB 

and ModelSim Intel programs to reach the final solution, 

which is dependent on the initial value and threshold that are 

given. 

Fig. 5: The output text file from the ModelSim Intel for different 

values of β and ζ, and the computed ηi+1 

 

Figure 7 displays the output waveform from the simulation 

of the ModelSim when ζ equals 0.5 and β equals 1.0, which 

is also saved as a text file, as shown in Fig.7. The waveform 

shows the input, output, and control signals. Every clock 

signal an iterative process is performed and compute ηi+1 and 

the relative error, which is compared with the threshold, and 

this process is repeated until the relative error is less than the 

threshold, then the solution is reached, and the ready signal 

is active high, which enables the system to compute the 

stress σ. 

The results obtained from the ModelSim Intel program to 

verify the functionality of the digital design described in 

VHDL are compared with the results obtained from the 

MATLAB script; the results, as observed, are closely 

matched, which confirms that the algorithm successfully and  

 

Fig. 6: The output text file from the ModelSim Intel with the ϵa and 

ηi+1  
  

accurately finds the solution to the nonlinear equation using 

the digital design described in VHDL using ModelSim Intel 

simulation for given ϵterm = 1 × 10−6 is given.In the 

ModelSim Intel simulation, the algorithm necessitates the 

use of the signed fixed-point data type with a wide range to 

verify the functionality as well as the accuracy of the design. 

The output ηi+1 in ModelSim Intel and Quartus Intel has a 

wide length of nineteen bits for the fractional part based on 

the threshold value and six bits for the integer part based on 

the range of the system's output (maximum and minimum 

values). This data type is significant, and the hardware 

supports it to be implemented on FPGA device after 

verification. 

Figure 8 shows the output results from the DE10-Standard 

Development after implementing the design on the FPGA 

device; the output is the solution of the nonlinear equation η. 

The accuracy and precision can be determined based on the 

given threshold for relative error, which is also accepted and 

satisfies the requirement for the design. Moreover, the 

limitations in precision and accuracy for the obtained results 

at the hardware level depend on the datatype used and the 

wide range that represents the fractional numbers, as well as 

the resources available at the FPGA device used.  

Fig. 7: The output wave from the ModelSim simulation when ζ equals 0.5 and β equals 1.0. 
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Fig. 8: The output results from the DE10-Standard Development kit when the solution η is reached. 

 

Conclusion 
The main idea of this approach is to develop and implement 

a digital design to compute the uniaxial Cauchy stress of an 

internally balanced hyperelastic material using Newton-

Raphson NR iterative algorithm based on hardware such as 

an FPGA, which is a semiconductor device. The NR 

iterative algorithm is used to solve a nonlinear equation in 

order to computes the internal uniaxial Cauchy stress. 

VHDL is a hardware description language used to model and 

describe the behavior of the proposed digital design. VHDL 

enables verifying the functionality of the digital design at a 

high level of abstraction before implementing it on real 

hardware. The ModelSim Intel program simulates the design 

described in VHDL. After that, the digital design is tested 

for functionality and accuracy and compared to the output of 

a MATLAB script. The VHDL language used to describe 

the design in ModelSim Intel is synthesized using Quartus 

Intel to generate a binary file, which is then implemented on 

an FPGA device. The DE10-Standard Development Kit 

serves as the hardware platform, utilizing the Intel Cyclone 

V FPGA device. The algorithm requires the use of signed 

fixed-point data types for division and multiplication 

operations to represent fractional numbers during iterations. 

This data type is essential, and the hardware supports it. 

Additionally, signed fixed-point is faster and provides more 

efficient quantization errors compared to floating-point data 

types. The results from simulation and hardware testing 

show that CMOS technology for real-time systems and 

parallel processing, such as FPGA, can compute internal 

balanced uniaxial Cauchy stress using the NR iteration 

algorithm. Furthermore, the accuracy and precision are 

acceptable based on the threshold for relative error, 

considering hardware limitations related to the datatype used 

for computation and the available hardware resources. 

This study investigates the development and hardware 

implementation of the NR iterative algorithm, which uses 

signed fixed-point datatype to overcome the difficulty of 

performing mathematical operations. These results may help 

future research on another algorithm and find the best 

iteration method based on hardware resource use, computing 

time, and performance.  
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